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Sticky Note
There were approximately 83 minutes of downtime detected during the month. 

There was a 15.19 minutes outage on 02/19/2014 due to an Oracle database cluster failure at the payment processing datacenter. This incident was researched with Oracle and a patch that had recently been applied during periodic patching was rolled back. 

There was also a 7.10 minute outage on 02/22/2014  due to CI’s Oracle database having I/O errors due to a full disk. The reason the disk filled was found, mitigated, and an automated process to clean up the problem on an ongoing basis was created. 

Upon reviewing incidents lasting between 15 minutes and 30 minutes two additional problems were identified accounting for approximately 25 minutes of downtime. 

The remainder of the approximately 36 minutes of downtime was not attributed to any incident or problem. 


Sticky Note
During the month of March uptime on the Payment Engine was 99.28%. 

A majority of the downtime was caused by errors that occurred during the migration from TPE 1 to TPE2.
 
A large amount of the downtime can be attributed to a bug in which an unrecognized card type was used with a service using TPE2. This bug was fixed on 03/12.

Sticky Note
During the month of April uptime on the Payment Engine was 99.63%. 

Most of the April Payment Processing downtime was due to a network device code update at our corporate datacenter that failed and caused payment processing connectivity problems for nearly 3 hours on 04/10.
 
The process used has been reviewed with the vendor to mitigate problems during future such upgrades. 

Not shown in the downtime above are two DDoS attacks which caused 35 minutes of downtime on 04/11 and 20 minutes of downtime on 04/12, counted as external events. The attacks were on other services hosted at our corporate datacenter, not Colorado or payment processing ones. 




